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Abstract. Speech recognition technology has witnessed significant advancements in recent years, 

revolutionizing the way humans interact with machines and devices. The Indonesian language, with 

its rich phonetic diversity, presents unique challenges for automatic speech recognition systems. This 

research aims to enhance the accuracy and efficiency of Indonesian speech recognition by employing 

Mel Frequency Cepstral Coefficients and Long Short-Term Memory neural networks. The study 

begins by collecting a comprehensive dataset of spoken Indonesian phrases from various speakers, 

capturing a wide range of dialects and accents. Preprocessing techniques are applied to clean and 

prepare the audio data, including noise reduction and feature extraction using MFCCs. These MFCCs 

are used to represent the spectral characteristics of the audio, providing a compact and informative 

input for subsequent recognition. The core of the research lies in the implementation of LSTM neural 

networks, a type of recurrent neural network (RNN) known for its ability to capture long-term 

dependencies in sequential data. The LSTM model is trained on the preprocessed audio data to learn 

the underlying patterns and relationships in the spoken Indonesian language. The model is fine-

tuned through iterations to optimize its performance. Experimental results demonstrate a significant 

improvement in the accuracy and robustness of the Indonesian speech recognition system when 

compared to conventional methods. The incorporation of MFCCs and LSTM networks not only 

enhances the system’s ability to handle diverse dialects but also increases its tolerance to 

background noise and speaker variations. The achieved recognition rates exhibit promising outcomes 

for practical applications in voice assistants, transcription services, and other voice-controlled 

technologies. Keywords: Speech, Recognition, MFCC, Indonesian language, LSTM 


