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1. Introduction 
Sign language is the primary language for many deaf people. It is not merely an alternative form of 

spoken language but a fully-fledged language with its own grammar, syntax, and vocabulary [1]. As such, 

recognizing and understanding sign language is crucial for facilitating effective communication with deaf 

individuals. SLR technology bridges the communication gap between deaf and hearing people. By 

converting sign language into a form that machines or electronic devices can understand, such as text or 

speech, SLR allows deaf people to communicate with those who do not know sign language. This is 

especially important in situations where a sign language interpreter is not available, such as when 

communicating with people who are not proficient in sign language or when using technology such as 

telephones or computers [2]. SLR also facilitates the development of applications and technologies that 
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 Sign Language Recognition (SLR) helps deaf people communicate with 

normal people. However, SLR still has difficulty detecting dynamic 

movements of connected sign language, which reduces the accuracy of 

detection.  This results from a sentence's usage of transitional gestures 

between words. Several researchers have tried to solve the problem of 

transition gestures in dynamic sign language, but none have been able to 

produce an accurate solution. The R-GB LSTM method detects transition 

gestures within a sentence based on labelled words and transition gestures 

stored in a model. If a gesture to be processed during training matches a 

transition gesture stored in the pre-training process and its probability 

value is greater than 0.5, it is categorized as a transition gesture. 

Subsequently, the detected gestures are eliminated according to the 

gesture's time value (t). To evaluate the effectiveness of the proposed 

method, we conducted an experiment using 20 words in Indonesian Sign 

Language (SIBI). Twenty representative words were selected for modelling 

using our R-GB LSTM technique. The results are promising, with an 

average accuracy of 80% for gesture sentences and an even more impressive 

accuracy rate of 88.57% for gesture words. We used a confusion matrix to 

calculate accuracy, specificity, and sensitivity.  This study marks a 

significant leap forward in developing sustainable sign language recognition 

systems with improved accuracy and practicality. This advancement holds 

great promise for enhancing communication and accessibility for deaf and 

hard-of-hearing communities.  

 

 

This is an open access article under the CC–BY-SA license. 

    

 

 

Keywords 
Deaf people 
R-GB LSTM 
Word sign 
Sentence sign 
Sign language 
 

 

https://doi.org/10.26555/ijain.v10i2.1445
http://ijain.org/index.php/IJAIN/index
mailto:ijain@uad.ac.id?subject=%5BIJAIN%5D
mailto:ridwang@unismuh.ac.id
http://creativecommons.org/licenses/by-sa/4.0/
http://creativecommons.org/licenses/by-sa/4.0/
http://crossmark.crossref.org/dialog/?doi=10.26555/ijain.v10i2.1445&domain=pdf


349 International Journal of Advances in Intelligent Informatics   ISSN 2442-6571 

 Vol. 10, No. 2, May 2024, pp. 348-358 

 

 Ridwang et al. (Detecting signal transition in dynamic sign language using the R-GB LSTM Method) 

can assist deaf people in their daily lives [3]. This includes real-time sign language translation, more 

sophisticated hearing aids, and alternative communication systems that are more efficient. In this way, 

SLR not only facilitates communication between deaf and hearing individuals but also creates 

opportunities for innovation to enhance the quality of life and social inclusion of the deaf community 

[4]. 

While deep learning techniques have emerged as a powerful tool for continuous sign language 

recognition (SLR), challenges like segmentation, coarticulation, and context dependence in dynamic 

signs persist. Alaghband M etc highlights the potential of CNN and RNN to address these complexities 

by capturing both spatial and temporal features of sign language [5]. Research has since delved deeper 

into these possibilities. According to Strobel G cs, 3D CNN architectures use depth camera data to 

capture the complex 3D structure of hand shapes. This makes recognition more accurate than with 

traditional 2D methods. Furthermore, sensor fusion, which combines data from RGB cameras (capturing 

colour and appearance) and depth sensors (capturing 3D information), provides a richer representation 

of signs. This, as shown in a separate study, allows SLR systems to account for both hand and body 

posture, which is crucial for understanding context in dynamic sign language [6]. 

Beyond improved feature extraction, end-to-end learning offers a simplified development process. 

Deep learning models can automatically learn features and perform recognition, as explored in another 

study. This approach holds promise for dynamic SLR tasks [7]. Looking toward the future, research is 

expanding beyond recognition. Zeyu Liang et.al introduces an attention-based encoder-decoder 

framework for sign language translation, aiming to improve the fluency and naturalness of translating 

signed utterances into spoken language or text [8]. The field of dynamic SLR is rapidly evolving. A 2023 

survey provides a comprehensive overview of the latest advancements and potential applications, 

including real-time communication, education, and assistive technologies [9]. Future research directions 

like personalization, sign language translation advancements, and open-set recognition for handling 

unseen signs offer exciting possibilities for further bridging the communication gap. In essence, deep 

learning has revolutionized the field of dynamic SLR, paving the way for a future where sign language 

can be seamlessly understood and translated, fostering greater inclusivity and communication for the 

deaf community [10].  

The research entitled "Movement Epenthesis Detection for Continuous Sign Language Recognition” 

[11] was conducted in 2017 to detect and eliminate Epenthesis movements, which are additional 

movements in a sign language sequence. The detection method used ME detection, which symbolises 

its frames with H_code. If the H_code value is < T1, then the epenthesis movement is deleted or 

categorized. If the H_code value is > T1, then it is categorized as a gesture. The T1 value is a threshold 

value taken from the minimum height of the square area boundary. The accuracy achieved in the per-

word test was 92.8%, while the per-sentence test result was 78%. Research conducted by Boris Mocialov 

in 2020 on sign language recognition (SLR) used the deep learning method to detect gestures from 

video data and overcome the influence of epenthesis in a sentence [12]. This research used a dataset 

consisting of 474 images taken using five different types of videos. The images were then analyzed using 

the deep learning method, namely the convolutional neural network, to predict image quality and 

identify important features that affect image quality, such as brightness level, contrast, and image detail, 

so that it could distinguish between word features and transitions. This CNN method is used to perform 

classification and produce outputs with an accuracy of 80% [13]. 

None of the aforementioned studies demonstrate a technique for identifying and eliminating 

transition signals in continuous sign languages, which could enhance the accuracy of dynamic sign 

language detection. Therefore, this study's main contribution lies in two key aspects. Firstly, it 

introduces a unique technique for dynamic Indonesian sign language that recognizes and removes 

transition signals. Secondly, it demonstrates that the accuracy of dynamic gesture detection can be 

enhanced by removing transition gestures, which often introduce noise into the sign language detection 

system, utilizing R-GB LSTM. 
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This paper aims to explain the R-GB LSTM method, which is a combination of GRU, 

Backpropagation, and LSTM, used to detect and eliminate transition gestures considered noise and 

increase accuracy. 

2. Method 
This section describes our neural network design for continuous SLR using Camera and Mediapipe 

Library, which is based on R-GB LSTM. The framework's flow diagram is shown in Fig. 1, where the 

sign inputs are acquired via the Camera. 

 

Fig. 1. R-GB LSTM Diagram 

2.1. Pre-processing 
In the pre-processing pipeline employing the Mediapipe library, five crucial steps are involved in 

extracting features from photos and adjusting them based on camera detection findings. Initially, we 

transform videos into frames, generating 30 frames for each video loop. Following this, images undergo 

a conversion from the BGR to RGB colour space using OpenCV functions, facilitating subsequent 

processing steps [14]. Pose detection is then conducted utilizing Mediapipe's BlazePose detectors and 

subsequent landmark models. This process extracts three distinct regions of interest (ROIs) for two 

hands and the face. In instances where the accuracy of the pose model falls short, a cropping model 

intervenes, applying spatial transformations to rectify erroneous hand ROIs. Remarkably, this correction 

process consumes merely 10% of the hand model's inference time [15]. 

2.2. Feature Extraction 
The feature extraction process involves obtaining 33 landmarks or key points from poses, with each 

pose represented in three dimensions (x, y, and z), resulting in a total of 132 data points per pose [6], 

[16]. For hand feature extraction, three variables are multiplied by 21 key points, yielding 63 data points 

for each hand, thus totalling 126 data points for both hands. Additionally, features are extracted from 

the face, resulting in 468 key points in three dimensions, totalling 1404 data points [17]. These data 

points are then flattened using TensorFlow's flat function to ensure one-dimensional output. 

Subsequently, they are concatenated using Python's String Concatenate function to merge hand and 

pose key points. This comprehensive set comprises 1662 key points from poses, hands, and faces, which 

serve as input for subsequent processing in the system architecture, particularly for training the LSTM 

network [18]. 
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2.3. R-GB LSTM Network 
Fig. 2 shows the architecture R-GB LSTM method which is developed from the LSTM method 

with an initial architecture using 3 gates: forget gate, input gate, and output gate. R-GB LSTM stands 

for Ridwang-GRU Backpropagation LSTM, where this method combines LSTM, GRU, and 

backpropagation techniques. 

  

Fig. 2. Architecture R-GB LSTM 

In addition to the sigmoid activation function, the input and output gates additionally contain a tanh 

activation function. The sigmoid activation function is used to produce output values of the gates ranging 

from 0 to 1, while the tanh activation function produces values ranging between -1 and 1. Several 

variables are used, including 𝐶𝐶𝐶𝐶, which represents the Cell State or long-term memory [19]. This 

memory carries information from the beginning to the end, allowing LSTM to retain long-term 

information and is suitable for prediction processes requiring long dependencies. In addition to having 

the Ct memory, LSTM also has the ℎ𝐶𝐶 memory, commonly known as the hidden state. The hidden 

state is a short-term memory used as input data in the next layer and also as the output of the LSTM 

unit [20]. Furthermore, another variable used is the input variable (𝑥𝑥𝐶𝐶), representing the input variable 

at each time step in LSTM. Based on this data, the formulas for several processes of LSTM can be 

observed in the formulas below [12], [21]. 

𝑓𝑓𝑡𝑡 =  𝜎𝜎�𝑊𝑊𝑓𝑓. �ℎ𝑡𝑡−1,𝑥𝑥𝑡𝑡� + 𝑏𝑏𝑖𝑖�   (1) 

𝑖𝑖𝑡𝑡 =  𝜎𝜎�𝑊𝑊𝑖𝑖 . �ℎ𝑡𝑡−1,𝑥𝑥𝑡𝑡� + 𝑏𝑏𝑖𝑖�   (2) 

�̂�𝐶𝑡𝑡 =  𝐶𝐶𝑡𝑡𝑡𝑡ℎ�𝑊𝑊𝑐𝑐 . �ℎ𝑡𝑡−1,𝑥𝑥𝑡𝑡� + 𝑏𝑏𝑐𝑐�   (3) 

𝐶𝐶𝑡𝑡 =  �𝑓𝑓𝑡𝑡 ∗ 𝐶𝐶𝑡𝑡−1 + 𝑖𝑖𝑡𝑡 ∗ �̂�𝐶𝑡𝑡�   (4) 

𝑪𝑪𝒕𝒕𝒏𝒏𝒏𝒏𝒏𝒏 = 𝑪𝑪𝒕𝒕 ∗ 𝑹𝑹𝒕𝒕   (5) 

𝑂𝑂𝑡𝑡 =  𝜎𝜎�𝑊𝑊𝑜𝑜. �ℎ𝑡𝑡−1,𝑥𝑥𝑡𝑡� + 𝑏𝑏𝑜𝑜�   (6) 

ℎ𝑡𝑡 =  𝑂𝑂𝑡𝑡 ∗  𝐶𝐶𝑡𝑡𝑡𝑡ℎ (𝐶𝐶𝑡𝑡𝑛𝑛𝑛𝑛𝑛𝑛)   (7) 

2.4. Model Training 
Our model consists of three layers, which are a dense layer, a layer of R-GB LSTM units with RELU 

activation function, and a Softmax output layer for multi-category classification [22]. We utilized the 

Adadelta optimizer, which is renowned for its ability to withstand noisy gradients and eliminate the 

requirement for manual learning rate modifications. To efficiently model the framework, we first train 

the model using discrete sign motions and then refine it with continuous gestures. Introducing a 

variable-length transition between gestures or states converts discrete motions into continuous signs 

[23]. 
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The softmax function, illustrated in Fig. 3, assigns probabilities to each potential class, ensuring they 

all sum up to 1. These probabilities are derived from the output vector's values. Each value in the output 

vector is then converted into its corresponding class label [24]. It's important to note that softmax 

provides a probability value for every possible class, even if a class label has multiple words. Finally, in 

common practice, these softmax outputs are converted to their corresponding class labels and stored as 

part of the model [25][25]. 

 

Fig. 3. Modification diagram of output Softmax 

2.5. Model Validation 
Every experiment adhered to a set protocol to assess the model's performance. First, training (80%) 

and validation (20%) sets of data were separated. The training data was then used to train the model. 

Each experiment recorded two important metrics during the evaluation of the validation set: total 

accuracy and a confusion matrix with data for each of the twenty classes [26]. After that, a more intricate 

table (Table 2) was created from this larger confusion matrix, which displayed the quantity of TP, TN, 

FP, and FN for each class. The model's total ability to accurately detect cases is reflected in its accuracy. 

Specificity gauges the model's capacity to accurately categorize real negatives, whereas sensitivity 

concentrates on how well the model detects true positives [27]. All of these measurements come from 

the connections between TP, TN, FP, and FN [28]. 

𝐴𝐴𝐶𝐶𝐶𝐶 =  𝑇𝑇𝑇𝑇+𝑇𝑇𝑇𝑇
𝑇𝑇𝑇𝑇+𝑇𝑇𝑇𝑇+𝐹𝐹𝑇𝑇+𝐹𝐹𝑇𝑇

   (8) 

𝑆𝑆𝑆𝑆 =  𝑇𝑇𝑇𝑇
𝑇𝑇𝑇𝑇+𝐹𝐹𝑇𝑇

   (9) 

𝑆𝑆𝑆𝑆 =  𝑇𝑇𝑇𝑇
𝑇𝑇𝑇𝑇+𝐹𝐹𝑇𝑇

   (10) 

The TP, TN, FP, and FN can be used to generate metrics such as the MCC, FM, and BM to show 

the statistical relevance of each class. The MCC measure evaluates the degree of agreement between 

expected and observed binary classifications. The degree to which observed and predicted binary 

classifications agree with one another is assessed using FM. The chance that a choice will be made with 

information is determined using Bayesian modelling BM [29]. 

𝑀𝑀𝐶𝐶𝐶𝐶 =  (𝑇𝑇𝑇𝑇 𝑥𝑥 𝑇𝑇𝑇𝑇)−(𝐹𝐹𝑇𝑇 𝑥𝑥 𝐹𝐹𝑇𝑇)
�(𝑇𝑇𝑇𝑇+𝐹𝐹𝑇𝑇)(𝑇𝑇𝑇𝑇+𝐹𝐹𝑇𝑇)(𝑇𝑇𝑇𝑇+𝐹𝐹𝑇𝑇)(𝑇𝑇𝑇𝑇+𝐹𝐹𝑇𝑇)

   (11) 
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𝐹𝐹𝑀𝑀 =  � 𝑇𝑇𝑇𝑇
𝑇𝑇𝑇𝑇+𝐹𝐹𝑇𝑇

𝑥𝑥 𝑇𝑇𝑇𝑇
𝑇𝑇𝑇𝑇+𝐹𝐹𝑇𝑇

   (12) 

𝐵𝐵𝑀𝑀 = 𝑆𝑆𝑆𝑆 + 𝑆𝑆𝑆𝑆 − 1    (13) 

3. Results and Discussion 
The study focused on training 82 words, selected according to their word type: 15 nouns, 27 verbs, 

23 adjectives, 9 adverbs, and 8 question words. To focus this study, 19 single sign words were taken, plus 

one transitional sign marked with the symbol  '&'  originating from four participants who expressed 

their interest in participating in this sign language data collection. Each signer uttered each sign word 

at least thirty times. The result is that 2,280 sign words (19 * 30 * 4) were recorded. Each sign word is 

described in Table 1. In a sign sentence, the '$' sign indicates the transitional movement between two 

consecutive letters 

Table 1.  Accessible sign language within the dataset 

Love Everything Wall Noon 

Where Remember They Market 

You Miss Play Go 

See Laugh We Honestly 

Think Run Buy $ 

. 

In this study, to calculate accuracy, sensitivity, and specificity, a confusion matrix containing 20 classes 

was generated for each of the five experiments. This matrix was then converted into matrices that 

represented TP, TN, FP, and FN. To perform a comprehensive examination of the findings, averages 

across five iterations were tabulated for each word for ACC, Se, and Sp, as illustrated in Table 2. 

Table 2.  Accuracy(ACC), Sensitivity (Se) and Specificity (Sp), MCC, FM and BM 

Class Acc Sp Se MCC FM BM 

Love 100 100 100 100 100 100 

Where 100 100 100 100 100 100 

You 99 100 89 94 94 89 

See 99 75 100 86 87 99 

Think 99 100 75 86 87 75 

Everything 98 80 100 89 89 98 

Remember 99 86 100 92 93 99 

Miss 99 83 100 91 91 99 

Laugh 100 100 100 100 100 100 

Run 100 100 100 100 100 100 

Wall 100 100 100 100 100 100 

They 99 100 75 86 87 75 

Play 99 100 80 89 89 80 

We 100 100 100 100 100 100 

Buy 100 100 100 100 100 100 

Noon 100 100 100 100 100 100 

Market 99 80 100 89 89 99 

Go 100 100 100 100 100 100 

Honestly 99 100 86 92 93 86 

$ 100 100 100 100 100 100 

 

Table 2 shows the average ACC, Se, Sp, MCC, FM, and BM using the R-GB LSTM method. The 

observation results show that all data almost reach the highest value. The accuracy of the word 
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"everything" has the lowest accuracy, which is 98. The lowest Specificity value is 75 for the word "See" 

and the lowest Sensitivity is for the words "think" and "they". The reason for this is that the gestures of 

the two terms bear some resemblance to each other. Additionally, the metrics MCC, FM, and BM are 

influenced by the presence of both high and low values of FN and FP. 

   

(a) 

   

(b) 

Fig. 4. Example Sentence sign(a)we go market (b)we play ball 

The Fig. 4 shows signs for a sentence. In the first picture (a), it starts with "Go" signed like throwing 

something, then "Market" with a hand holding money, and finally "We" with a pointing finger. In the 

second picture (b), it starts with "We" again (pointing finger), then "Play" with two hands moving 

together, and ends with "Ball" by showing two hands holding a ball. 

3.1. Recognition of Signed Sentences 
We trained the suggested R-GB LSTM model on signed words to show that it can recognize 

sentences. Using a RESET LSTM state condition for transition gestures ($), the network was trained 

across 150 epochs in 5 minutes on an NVIDIA Intel GPU workstation. The learning curve of the model 

is shown in Fig. 5, wherein training and validation errors show a decrease and saturation [30]. 

The graph shows Fig 5 that the training accuracy (solid line) increases as the number of epochs 

increases. This means that the model is performing better on the training data as it sees more of it. The 

testing accuracy (dashed line) also increases initially, but it starts to plateau around 100 epochs. This 

suggests that the model may be overfitting the training data. Therefore, the number of epochs chosen 

was up to 150 to prevent overfitting, and the model’s accuracy has also increased. As the number of 

epochs increases, the graph indicates a decrease in training loss (solid line), signifying that the model is 

learning from the training data and enhancing its performance. Initially, the testing loss (dashed line) 

also decreases, but it begins to level off around 120 epochs. 

  

Fig. 5. Accuracy and Loss Model on Epoch 150 
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The evaluation showed that the correctness of signed sentences was 80.0% on average. Phrases 

consisting of six sign words had the lowest accuracy of 77%, while sentences with two words recorded 

the highest recognition rate of 84.0%. The variation in sign identification accuracy for sentences of 

different durations is displayed in Fig. 6. 

 

Fig. 6. Accuracy of recognition based on signed sentence length 

3.2. Sign word 
We demonstrate the proficiency of the enhanced R-GB LSTM model in the recognition of individual 

sign words, achieving an impressive average recognition rate of 88.57% across 19 distinct sign terms. 

Fig. 7 presents the complete confusion matrix for all sign words visually, giving a thorough picture of 

the model's effectiveness in differentiating between sign terms. 

 

Fig. 7. Word division in sign language sentences 

Fig. 7 provides an example of sentence segmentation into words according to the data in the dataset. 

Fig. 7 shows a sentence that has been tested using the R-GB LSTM method, so the model and dataset 

used already have transition gestures in them. In Figure (a), the sentence "mereka Tidur" is shown, 

which consists of 3 gestures: 2-word gestures and 1 transition gesture. The sentence detection using two 

words resulted in 100% accuracy. This is because the frame position between the actual state and the 

output is almost the same, although there is a slight difference at the beginning of the transition frame 

and the second word frame. In Figure (b), there is a significant difference between the initial frames of 

the last word, so the probability of misdetection is quite high. This serves as a lesson for future research 

to maximize the data collection method or dataset so that internal and external transition gestures can 

be minimized, thus improving the accuracy of sign language translation. 

3.3. Comparative Analisis 
In this section, we conducted an indirect comparison between our proposed Sign Language 

Recognition (SLR) framework and several state-of-the-art methodologies. Kong et al. [9] introduced a 

continuous SLR system for American Sign Language (ASL) using a cyber glove, employing a conditional 

random field (CRF) model with two layers for recognition. Their approach involved segmenting before 

recognizing continuous signed texts, employing a vocabulary of 107 signs in 74 signed sentences. 

Similarly, in [31], the authors developed a continuous SLR system for Arabic Sign Language (ArSL) 

based on image/video processing. Their method incorporated discrete cosine transform (DCT)-based 
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characteristics and utilized an HMM classifier for recognition. With a sign vocabulary of 80 symbols and 

40 sign sentences, their methodology reported a recognition performance of 72.3%. In contrast, our 

dataset comprises 157 unique signed sentences, showcasing the comprehensive nature of our evaluation 

and resulting in a notable recognition performance [32]. 

Additionally, we performed a preliminary accuracy comparison between the standard LSTM model 

and the suggested alterations to the LSTM architecture. 256 hidden states, 256 group sizes, and adaptive 

learning levels ranging from 0.001—which decrease by a factor of 0.5 every 20 epochs—were used to 

train the conventional LSTM [33]. Both signed words and signed sentences were taken into 

consideration separately in this evaluation. The findings shown in Table 3 indicate that our proposed 

models outperformed the baseline LSTM architecture in terms of performance. Notably, they achieved 

higher recognition accuracy of signed words and phrases than the standard LSTM by a margin of 5.07% 

and 26%, respectively. 

Table 3.  Compare LSTM and R-GB LSTM Result 

Model Sign Word Recognition Sign Sentence Recognition 
LSTM 83.50% 54% 

R-GB LSTM 88.57% 80% 

 

The proposed method for recognizing transition and elimination gestures is R-GB LSTM because it 

can perform well according to the available training data. For further research, more pre-training data 

can be developed so that the gesture detection capability is more accurate and the computation time 

used will also be faster. 

4. Conclusion 
The proposed research has developed an innovative model for detecting transition gestures in deaf 

sign language translation systems. The spatial-temporal properties of a gesture sequence can be extracted 

using R-GB LSTM, which is particularly useful for dynamic gesture recognition. For real-time 

application usage, integrating the R-GB LSTM and sequence classification model can eliminate noise 

within the gesture sequence, making the model's work easier and improving the accuracy result. Based 

on the research results, the proposed method's accuracy reached 80% for sentence testing. Consequently, 

the proposed method is suitable for identifying dynamic transition gestures in deaf sign language 

translation systems. For future research, it is recommended to develop a new strategy that can be used 

to modify the output layer of the method used to improve the accuracy of dynamic gesture detection 

from deaf sign language. 
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