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Abstract: This study investigates the application of Natural Language Processing
(NLP) and text mining techniques to enhance the understanding of consumer
behavior and sectoral perspectives within the food marketing and horse racing
industries. Two primary datasets were utilized: a face-to-face survey conducted
with 171 consumers in Tekirdag, Tiirkiye, and in-depth interviews with 20
employees from the Turkish horse racing sector. Survey responses were analyzed
using R, incorporating text mining methods such as word frequency analysis,
bigram identification, chi-square testing, and network analysis. The findings
revealed statistically significant associations between purchased foods and
specific demographic variables. Notably, household size was significantly
associated with cheese consumption (¥*(1) = 6.453, p = 0.011), and gender was
significantly related to vegetable consumption (y*(1) = 4.168, p = 0.041).
Additionally, borderline associations were identified between gender and fruit (p
= 0.061) and egg (p = 0.080) consumption, as well as between the number of
household workers and yoghurt consumption (p = 0.054). Network analysis
highlighted the central role of items such as vegetables, fruit, milk, and cheese
across various labeling categories, including ‘“organic,” “natural,” and
“cooperative.” Interview data were processed in Python using sentiment analysis
and clustering techniques. Two primary sentiment-based clusters emerged: one
reflecting positive perceptions related to horse care and professional identity, and
another indicating dissatisfaction with social life and work-life balance. Overall,
the study emphasizes the importance of natural language processing (NLP) and
text mining in producing reliable information to influence marketing strategies
and policy making in agricultural economics and social science fields.
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1. Introduction

The rapid development of information and communication technologies has led individuals and
organisations to generate large amounts of data instantaneously. These masses of data may appear in
different formats as structured, semi-structured or unstructured. Since structured and semi-structured
data are stored in a certain order, classical analysis methods function effectively in such data. However,
unstructured data consists of texts containing valuable information such as user comments, social media
posts, interviews with farmers or industry representatives, and market analyses, pushing the limits of
traditional methods (Jiang, 2012; Javaid et al., 2024). With the development of artificial intelligence,
the processing of data in different quantities and structures has become easier with its intensive use in
areas such as education, health, finance and agriculture (Rashid and Kausik, 2024).

At this point, text mining and natural language processing (NLP) methods stand out as powerful
tools that provide inferences by analyzing large volumes of text data. With text mining techniques,
responses obtained from consumer surveys, user comments, and interviews with industry stakeholders
can be systematically evaluated, and new approaches can be developed regarding individuals' decision-
making processes and industry dynamics (Soleimanian Gharehchopogh and Abbasi Khalifelu, 2011).
Methods such as sentiment analysis, topic modelling and text classification provided by NLP make the
strategic decisions of businesses and policy makers more informed by revealing patterns in unstructured
data.

Farmer opinions, consumer preferences and sectoral assessments play a critical role in shaping
the marketing strategies of businesses and predicting the future potential of sectors (Iftikhar et al., 2021;
Ylilehto et al., 2021; Penone et al., 2024). In particular, the food marketing sector is shaped by factors
such as changing expectations of consumers, healthy living trends, demand for organic products and
sustainability awareness (Inan, 2021; Parashar et al., 2023). On the other hand, the perceptions, job
satisfaction, economic expectations and challenges faced by sector employees are of great importance
for the sustainability of the sector (Turgut et al., 2012; Dumitru et al., 2023). In addition to traditional
market research methods, text mining techniques leverage/utilize textual data obtained from various
sources such as social media analyses, consumer comments and survey data (Yiiksel et al., 2018). Text
mining allows researchers to reveal comprehensive information about consumer preferences using
textual data (Alzate et al., 2022). It provides valuable inferences about the strengths and weaknesses of
the sector, employee motivations and areas for improvement from the perspective of sector employees
(Dinca et al., 2024; AlKhalifa et al., 2025). In the light of this information, it can be said that NLP and
text mining have the potential to have a wide range of applications, especially in areas such as social
sciences (Hou and Huang, 2025) and agricultural economics. In this context, the study offers an
integrated methodological approach that aims to demonstrate the versatile application potential of text
mining and Natural Language Processing (NLP) techniques in future research, particularly within the
fields of agricultural economics and social sciences, by evaluating data obtained from different sectors
within a unified analytical framework.

In the existing literature, there are many studies that demonstrate the effectiveness of text mining
methods in analysing consumer behaviour and making sectoral evaluations (Grimmer and Stewart,
2013; Karami et al., 2018; Wang et al., 2023)text mining analyses performed on internet and social
media data (Lazer et al., 2014; Topacan, 2016), determining consumers' perceptions about certain brands
or products and optimising marketing strategies (Liu, 2012; Cubukcu Cerasi et al., 2024). In the field of
agriculture, it is used in food waste management, addressing problems in agricultural production and
evaluating agricultural practices (Célin and Coroiu, 2024; Moldovan et al., 2024). On the other hand,
there is a gap in NLP and text mining studies that jointly utilize more than one type of data collected by
survey and interview methods are used together to address both consumer behavior and sectoral policy
issues. This study addresses this gap by utilizing textual data derived from two separate yet
complementary sources: consumer survey responses and in-depth interviews with sector employees.
These diverse datasets were employed to explore the potential of NLP and text mining methods in
analyzing unstructured textual data from both consumers and sector employees, thereby highlighting the
comprehensive applicability of these methods in agricultural economics and social sciences (Huang et
al., 2022; Delanerolle et al., 2025).

This study investigates the potential of NLP and text mining in the food marketing and horse
racing sectors. Crucially, the study's integrated methodological approach, utilizing text data from both
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structured survey responses and unstructured interviews, is specifically designed to demonstrate the
versatile application (versatility) of NLP across distinct data types and disciplinary contexts (Chen,
2023). NLP analysis of interview data and text mining of survey data can provide a better understanding
of industry dynamics. These analyses aim to assist businesses in developing marketing strategies and
shaping industry policies (OECD, 2023). The study analyses applications in social sciences and
agricultural economics, presents case studies and makes recommendations for future research.

2. Natural Language Processing (NLP) and Text Mining: Possibilities for Use in Agricultural
Economics and Social Sciences

Natural Language Processing (NLP) and text mining are complementary analysis methods with
different focus areas (Kao and Poteet, 2005). NLP is a field of data science developed for computers to
understand, interpret and process human language. By focusing on the structural and sentiment features
of language, various techniques are used to analyse texts and draw meaningful conclusions. The
possibilities offered by NLP play an important role in analysing text data, making inferences and
modelling the complexity of language (Basha et al., 2023, Maithili et al., 2023; Stryker and Holdsworth,
2025). Text mining is an analysis method for discovering patterns and relationships in large text data.
In this process, meaningful information is extracted from texts using databases, statistical analyses and
machine learning techniques (Salloum et al., 2018; De et al., 2022). In this context, NLP stands out as a
sub-field used to provide a more in-depth meaning extraction within text mining. In particular, it can be
said that NLP focuses more on the structural analysis of language, while text mining enables pattern
discovery in large-scale texts.

Survey data, focus group discussions, in-depth interviews, social media posts, sectoral reports
and news content are widely used data collection methods in agricultural economics and social sciences
research (Nyariki, 2009; Issa, 2015; Serensen et al., 2022). In this context, qualitative (textual) data can
be collected in addition to the quantitative data obtained by the mentioned methods. These textual data
allow individuals to express their ideas, opinions and attitudes in their own words without any
limitations, which provides the opportunity to obtain more comprehensive data about the situation under
consideration. It becomes difficult to evaluate these comprehensive and often complex data with
classical analysis methods. In this case, NLP and text mining techniques have the potential to offer
various advantages in the evaluation of textual data. Moreover, NLP and text mining techniques
facilitate the processing and interpretation of qualitative (textual) data to be collected from researches
and provide new perspectives. In particular, textual data obtained from survey data obtained with open-
ended questions, focus group discussions (Schnieder et al., 2024), in-depth interviews, social media
posts, sectoral reports and news content can be analysed with NLP and text mining techniques to reveal
important inferences. These techniques allow extracting meaningful information from texts, identifying
keywords and terms, categorising texts thematically and identifying relationships between texts.

NLP techniques, which provide in-depth understanding of texts by modelling language
structural and sentiment features, can help identify important policy themes in the context of agricultural
economics and social sciences (Atan, 2020). In particular, methods such as sentiment analysis are used
to understand public perspectives by examining emotional tones (positive-negative attitudes) in farmer
and consumer survey data, social media data, or feedback from product and service users such as farmers
(Prasad et al., 2008), consumers (Drury and Almeida, 2011; Surjandari et al., 2015; Whisner et al., 2016;
Drury and Roche, 2019; Hegde et al., 2021; Gutiérrez Dominguez et al., 2024; Paleologo et al., 2024).
Similarly, text mining techniques provide the possibility of identifying keywords and terms in large
datasets, as well as revealing co-occurring words and relationships. This can be particularly useful in
analysing textual datasets in agricultural economics and social science reports or farmer and consumer
surveys. On the other hand, the widespread use of NLP and text mining applications brings challenges
such as language complexity, ambiguities, irony and cultural differences. To overcome these challenges,
solutions such as data preprocessing techniques, model selection and multilingual analysis methods can
be produced.

In conclusion, NLP and text mining can provide many benefits in agricultural economics and
social science research, such as analysing large text data, identifying themes and patterns, providing
quick answers to questions and measuring opinions about a topic or product. However, taking into
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account factors such as language complexity and data quality will allow these methods to be used more
effectively in the future for more complex and in-depth analyses.

3. Materials and Methods

3.1. Case 1 study: Consumer purchase of food products marketed under various concepts (face-
to-face survey)

This study used primary data collected through face-to-face surveys with 171 consumers in
Siileymanpasa, Tekirdag in 2019-2020 within the scope of Cakmakei's master's thesis (Cakmakei,
2020). The minimum required sample size (n=171) was calculated using the proportional sampling
formula for a known population, based on a 95% confidence level and a 7.5% margin of error. This
calculation approach, which assumes maximum variance (p=0.50, q=0.50), adheres to standard
statistical practices in social science research (Yiizbasioglu and Kaplan, 2019; Krejcie & Morgan, 1970).
In addition to the demographic-economic variables of consumers, the study handled the data set
consisting of food names obtained from open-ended questions asking consumers to specify the foods
they bought under the categories of ‘natural’, ‘organic’, ‘good agricultural practices’, ‘direct from the
producer’ and ‘co-operative branded’ food (Table 1). All analyses were performed using the R
programming language (version 4.4.1) and related packages. R was chosen because of its statistical
analysis capabilities, especially categorical data association tests, and the integrated workflow offered
by the tidyverse ecosystem in data processing and text mining steps (Wickham et al., 2019; R Core
Team, 2024).

Table 1. An example of consumer data

No Age Gender Marriage Fafnily Worker Education Income Food Additional Child
size expenses Income
1 55  male married 3 2 Pre and 3500 2000 no no
Undergraduate
. Pre-and
2 27 female Single 3 2 Undergraduate 2500 1000 yes yes
3 65 male married 3 3 Post graduate 5700 650 no no
Know Home Sentence
Environment Natural Organic Gap Producer .
Status Kooperative
Product
. . . honey,
yes rented Olive Oil Fruit, Olive, Chicken, Cheese, Olive Hazelnut,
Vegetable Tomato
Pasta
yes rented Cheese hEgg, olive
oney
Grape
yes rented Yogurt, Bread, Egg molasses,
Olive oil

During the analysis process, the survey data were read (readxl), each respondent was assigned
an ID, textual responses were translated into English, merged and subjected to extensive pre-processing.
The data were converted into long format and food items were tokenised. During this pre-processing
stage, missing values (NaN) within the textual data columns were systematically identified and removed
to ensure data integrity for subsequent frequency and network analyses. Texts were cleaned (stringr)
and, as a critical step for consistency of analysis, food items with different spellings were manually
converted into a standard terminology. Prior to word-based analyses, English stopwords were extracted
using the ‘tm’ package (Feinerer et al., 2008). Frequencies of standardised food names were calculated
and visualised using ggplot2 and wordcloud packages (Wickham, 2016; Fellows, 2018). In addition, as
an exploratory analysis on the original texts, consecutive word pairs (bigrams) were identified using the
tidytext package (Silge and Robinson, 2016). For demographic analyses, data consisting of standardised
food names were combined with demographic information. Continuous demographic variables were
divided into categorical groups and food preferences of different subgroups were visualised
comparatively using the ggplot2 package. In compliance with the rigorous standards required for
publication, the categorical variables utilized in the comparative visualisations and tabular presentations
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(e.g., 'Education’ and 'Income' subgroups) were systematically reviewed. This process ensures the
enhanced clarity and accurate terminological consistency of the visual evidence presented in the findings
section, thereby eliminating potential ambiguities in interpretation by the reader. Finally, the relationship
patterns between food items co-mentioned by the same respondent were examined by network analysis;
co-mention frequencies were calculated with the widyr package, an undirected network graph was
created with the igraph package and visualised with the ggraph package (Csardi and Nepusz, 2006;
Robinson and Silge, 2022; Pedersen, 2023). Network visualisation was performed using the Kamada-
Kawai layout algorithm (Kamada and Kawai, 1989), which aesthetically reveals the connections and
clusters between nodes. This arrangement aims to position the nodes in the network at optimum
distances, while node size represents frequency/centrality, colour represents category and edge thickness
realistically represents strength of association. The tidyverse collection, readxl, tidytext, tm, wordcloud,
igraph, ggraph and widyr packages were used in the analyses (R Core Team, 2024).

3.2. Case 2 study: Evaluation of the sector by horse racing sector employees in Tiirkiye (In-depth
interview)

This study analysed a qualitative dataset from Helvaci’s master's thesis, reflecting the
experiences of racehorse industry workers in Tiirkiye (Helvaci, 2024). The dataset consisted of manual
transcriptions of in-depth interviews with 20 industry insiders, which were combined into a single chunk
of text for analyses (Table 2). The size of this qualitative sample was specifically justified by the
principle of data saturation (Glaser and Strauss, 1967). Data collection was stopped after the 20th
interview, as no new themes or significant information emerged, thereby confirming saturation and
providing sufficient depth and reliability for the analysis (Guest et al., 2006; Malterud et al., 2016). All
analyses were performed in the Python Jupyter environment. Python was chosen for this study because
it allows us to efficiently manage multi-step analysis tasks such as text vectorisation (TF-IDF), natural
language processing (TextBlob, sentiment analysis with VADER), dimensionality reduction (PCA) and
clustering (KMeans) with a comprehensive library ecosystem that offers integrated tools such as scikit-
learn.

Table 2. Example excerpts from participants’ interview transcripts

Participant ID Combined Interview Responses

1 Iused to work as a stable hand for a year. I worked in a large stable with 12 horses. I would
make one horse's bed, give water to another. The master would say "run," and I would
run. Actually, you're doing an internship? First, you'll go and work as a stable hand. You'll
learn the horses' temperaments, gain confidence, and then observe the horse's condition,
movements, and behavior.

For text mining and sentiment analysis, the data were preprocessed through a preprocessing
process including lower case conversion, tokenisation, stop word cleaning, non-letter character
extraction and stemming (lemmatisation) (Vijayarani and Janani, 2016). The preprocessed text was
vectorised using the TF-IDF method for word representation (Salton and Buckley, 1988). Frequently
used terms were visualised with a word cloud (Viégas and Wattenberg, 2008). Sentiment polarity at
sentence level was calculated using the TextBlob library (Loria, 2018). Principal Component Analysis
(PCA) was applied to the TF-IDF vectors for dimensionality reduction (Jolliffe and Cadima, 2016). The
obtained two-dimensional data were clustered with KMeans algorithm (Hartigan and Wong, 1979), and
the optimal number of clusters was determined using Elbow Method and Silhouette Score (Rousseeuw,
1987). The overall emotional tone of each cluster was labelled with VADER (Hutto and Gilbert, 2014).
Finally, the results of the sentiment analysis by clustering were visualised through a scatter plot on the
PCA-reduced data, with coloured emojis representing the sentiment labels for each cluster.
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4. Results and Discussion

4.1. Case 1: Consumer purchase of food products marketed under various concepts (face-to-face
survey) results

Figure 1 shows the most frequently purchased food products (A) and the word cloud (B). It is
seen that the top 10 most purchased foods in all food categories by consumers are ‘egg’, ‘milk’, ‘fruit’,
‘cheese’, ‘vegetable’, ‘chicken’, ‘honey’, ‘yogurt’, ‘rice’, ‘oil’ (Figure 6.1-A). Similarly, Figure 6.1-B
is the wordcloud image of the first 200 foods that are said to be purchased most by consumers. In the
light of these distributions, frequency distribution and wordcloud visualisations can be considered as an
important visual tool in the analysis of consumption trends and food preferences.

egg
milk
fruit

cheese pasta

tomato°""e aile I Ze'"py.,ﬁe,

§vegetable h OII‘Ie ‘‘‘‘‘‘‘‘ OI _E;rape molasses
; oneyva £ )
8 chicken
w meat.
- rice :m
yogurt bulgur, bu
rice chocolate chickpeas

e [ vegetable 5

Freauency

Figure 1. Top 10 most frequently mentioned foods purchased in all food categories (A); word cloud of
200 food products (B).

The graphs in Figure 2 present the most frequent word pairs (bigrams) and their frequencies for
the different food categories (‘Natural’, ‘Organic’, ‘Good Agricultural Practices - GAP’, ‘Direct from
Producer’, ‘Cooperative branded foods’) and for the texts where all data is combined (‘All Foods’);
bigram analysis aims to reveal the product pairs or descriptive phrases most frequently associated with
each category. According to the results of the analysis, dairy product combinations such as ‘milk
yoghurt’, ‘yoghurt cheese’, ‘egg milk’ are prominent in the Natural Foods category. The most frequently
associated pairs with Organic Foods were ‘egg and milk’, ‘olive oil’, ‘grape molasses’ and ‘fruit and
vegetable’. While ‘vegetables and fruits’ is the most dominant pair in the GAP Foods category, specific
product combinations such as ‘fruit and chicken’ and ‘chicken and chilli’ are also noteworthy. Under
the heading of Foods Purchased Directly from Producers, ‘fruit and vegetables’ and ‘fruit and
vegetables’ are by far the most frequently mentioned pairs, emphasising the emphasis on fresh products,
while there are also pairs such as ‘fruit and cheese’ and ‘egg and cheese’. Co-operative Foods is most
prominently characterised by ‘olive oil’ and its derivatives (‘olive oil”), while ‘fat cheese’, ‘rice oil” and
pairs containing nuts (‘hazelnut paste’, ‘hazelnut rice’) are also associated with this category. An
overview of the All Foods (Combined) data shows that ‘fruit and vegetables’, ‘olive oil’ and ‘egg and
milk’ are the main product associations that are frequently encountered in different categories and are
generally important. The findings indicate that consumers frequently associate milk and dairy products
within the Natural and Organic product categories, reflecting a broader tendency to consume items such
as milk, yoghurt, and cheese in combination an observation also supported by regional studies, such as
the one conducted in Erzincan (Cebi et al., 2018). Furthermore, the prominent co-occurrence of fresh
produce and dairy products in the “Direct from Producer” and “Cooperative” categories underscores the
continued significance of traditional supply channels as a key determinant in consumer preference for
these food types.
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Natural Foods Organic Foods GAP Foods
(Adjacent words in original text, excluding 'nan’) (Adjacent words in original text, excluding 'nan’) (Adjacent words in original text, excluding 'nan’)
milk yogurt | egg milk | vegetable fruit |
yogurt cheese — olive oil _ fruit chicken _
egg milk _ grape molasses _ tomato pepper _
£ yogurt milk 1 £ vegetable fruit ] £ chicken vegetable [ ]
E%” fruit vegatable _ g milk egg _ g’ chicken tomato -
e vegatable fruit - T fruit vegetable - T tomato cucumber -
< olive oil | N = egg chicken ] < vegetable chicken [ ]
egg chicken - chicken milk - milk vegetable -
cheese milk - canned fish - lentil chickpeas -
cheese butter - baby food - fruit vegetable -
0 3 6 9 0.0 25 50 75 10.0 0 5 10 15
Frequency Frequency Frequency
Direct Producer Foods Cooperative Foods All Foods (Merged Text)
(Adjacent words in original text, excluding 'nan’) (Adjacent words in original text, excluding 'nan’) (Adjacent words in original text, excluding 'nan’)
vegetable fruit [ NG olive oil - [INEGEGEGE—— vegetable fruit [ EGTGTGNGNINGNN
fruit vegetable | NEGEGN oil olive  [INNEGEG olive oil [ NTNGNGNN
fruit cheese | oil cheese NG egg milk _
£ egg cheese [ £ rice oil NN £ fritvegetable [N
g’ yogurt cheese [l g honey olive [INEEG g’ grape molasses [ ]
e meat honey - T hazelnut paste _ e milk yogurt _
2 grape molasses [l £ hazelnutrice [N = fruit chicken [N
fruit milk - hazelnut oil - yogurt cheese -
cheese halva - grape molasses - chicken vegetable -
fruit egg - chocolate biscuit - oil olive -
0 5 10 15 20 25 0.0 25 5.0 75 10.0 125 0 10 20 30 40
Frequency Frequency Frequency

Figure 2. Frequency distribution of products purchased in all food categories and aggregated data (Top
10 bigrams).

Figure 3 visualises the proportional differences in consumers' food preferences according to
various socio-demographic factors (age, gender, etc.). These graphs indicate trends, for example, that
there are noticeable differences in the consumption rates of certain food products between age groups.
However, Chi-square analyses (Table 3) were conducted to determine whether these observed
differences are statistically significant. As a result of these analyses, statistically significant relationships
were found only between household size and cheese consumption (y?*(1) =6.453, p=0.011) and between
gender and vegetable consumption (y*(1) =4.168, p = 0.041). In addition, the relationships between the
number of employees and yoghurt consumption (p = 0.054), gender and fruit consumption (p = 0.061),
gender and egg consumption (p = 0.080), and Environmental product knowledge and milk (p = 0.094)
were found to be borderline significant at the 10% significance level. The findings of a study conducted
in Igdir province indicated a correlation between the purchase of organic food products and
socioeconomic variables, including "household size," "monthly household income," and "educational
attainment,” which influence organic food purchasing behavior (Kadirhanogullar1 et al., 2021).
Furthermore, findings from another study suggest that socioeconomic variables characterizing consumer
profiles have statistically significant influences on food preferences (Inan, 2021; Kagmaz et al., 2023).
As a result, such detailed analyses of text mining can provide valuable data for developing marketing
strategies and policies for the agriculture and food sector. As an important methodological implication,
these findings reveal that relying solely on frequency or ratio graphs can be misleading, and confirming
the observed trends with statistical tests is critical to reach more reliable conclusions.
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Age Group Income status
18-25 26-35 Low Earn Middle Earn High Earn
vegetJhlk EecE froit - egs NN ey (NN
e — T — eqo NN mix | fruit [
— vegptable — —
ﬁ:ﬁﬁ‘EEq — egﬁ°,'}§ ——— vegetable [N vegetabie NN chicken |
gchu’c{é‘[z?ag — cl |ca%ﬁ — g mik [ cheese [HNNEG cheese
= = cheese (I roney mi - I
'8 36-45 fit 46+ '8 chicken - fruit _ vegetable
2 ﬁ‘ﬂﬂ I Vi etq([)LI'e I 2 oiive [N yogurt I yogurt [
VoG — ICR  — ’ |
oy E— cherst  Em— honey I chicken tomato [
cnie %ﬁ — (,ﬁg% — I o | ] h o ] h o ]
il — YOOl — legumes azelnut oney
0% 2% 5% 8%  10% 0% 2% 5% 8% 10% 0% 2% 5% 8% 0% 2% 5% 8% 0% 2% 5% 8%
Proportion within Age Group Proportion within Earning Group
Food Expenditure Eco-Friendly Consumption Habit Group
Low Exp. middle Exp. Low moderate High
ey NN - I fruit vegetable [N oo N mitc - I
i mik [ egg e N mic fruit - [
cheese [N honey NN vegetable g [N cheese [N eg [N
£ vegetavle [N fruit - [ milk £ cheese NN fruit [ honey [N
= yogurt [N vegetable [N cheese = yogut NN vegetovie NN vegetable [N
'8 fruit _ cheese - chicken '8 milk _ chicken chicken
2 chicken [N yogurt [ I honey I rice [N honey [N cheese [N
rice oil olive olive yogurt tomato
tomato - chicken - oil oil - oil - yogurt -
oil - rice - hazelnut legumes - olive - grape molasses -
0% 2% 5% 8% 0% 2% 5% 8% 0% 2% 5% 8% 0% 2% 5% 8% 10% 0% 2% 5% 8% 10% 0% 2% 5% 8% 10%
Proportion within Food Expenditure Group Proportion within Consumption Habit Group
Gender Marital Status Household Size
female male Single maried 2 and less people 3+ people
cg NN oo DN ey NN ey [N e NN ey NN
it [ cheese NN mic N cheesc NN it [ cheese [N
itk I mi I fruit - froit - | vegetable [N ik I
£ vegetavle NN froit - I £ vegetable NN it I £ mik [ ot I
= cheese [N vegetable [N = cheese [N vegetable [N = chiceen I vegetobe [N
8 chicken [N ol I B honey NN chicken [N B yoourt [N honey [
©  honey NN yogurt [N 2 chicken [N yogurt [N ey | chicken [N
yogurt [ honey [ yogurt [N honey I cheese [ yogurt [N
rice chicken rice
oive [ rice [ ol I ol NN
0% 2% 5% 8% 0% 2% 5% 8% 0% 2% 4% 6% 8% 0% 2% 4% 6% 8% 0% 2% 4% 6% 8% 0% 2% 4% 6% 8%
Proportion within Gender Proportion within Marital Status Proportion within Household Size Group
Number of Workers Education
1 and less worker Postgraduate 2_and_Undergradu:
cgy N ik eag
i [ egg milk
fruit [ fruit fruit
£ vegetable — cheese £ cheese
) [}
= cheese _ vegetable = vegetable
o . o .
o yogurt chicken o chicken
LE honey - honey I.E honey
chicken olive yogurt
rice - oil rice
oil - yogurt oil
0% 2% 5% 8% 10% 0% 2% 5% 8% 10% 0% 2% 5% 8% 0% 2% 5% 8%
Proportion within Worker Group Proportion within Education Level
Additional Income Home Status
nope Owner rented
egs eq I cqs N egs
mik [ mik mik vegetale [N
fruit - [ vegetable NN fruit ruit [
£ cheese [N honey NN £ cheese [N i
= vegetable NN cheese NN = vegetable [N cheese [N
B chicken I froit - 8 chicken NN honey NN
£ vogurt I chicken ©  yoourt [N chicken [N
honey I rice [N rice NN yogurt N
oil [N oiive N honey N oive I
rice I bugur [ o [N tomato |
0% 2% 4% 6% 8% 0% 2% 4% 6% 8% 0% 2% 5% 8% 0% 2% 5% 8%
Proportion within Additional Income Group Proportion within Home Status Group
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Figure 3. Comparison of purchased natural food labelled products with consumer demographic data.
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Table 3. Chi-Square test results of the relationships between demographic variables and food product

consumption
Demographic Variable Purchased N  Df  Test Statistic (Chi-Sq) P Value
Foods

Household size cheese 171 1 6.453 0.011%*
Gender vegetable 171 1 4.168 0.041**
Number of workers yogurt 171 1 3.717 0.054*
Gender fruit 171 1 3.512 0.061%*
Gender egg 171 1 3.060 0.080*
Environmental product knowledge milk 171 1 2.805 0.094*

Note: (p < 0.01%%* p < 0.05%*, p < 0.10%).

Figure 4 uses network analysis, visualized with the Kamada-Kawai algorithm, to explore
relationships between consumer food preferences across categories. In this network, foods are nodes,
their associations are edges, and node size reflects popularity. Staple foods like 'vegetable', 'fruit',
'cheese', and 'milk' demonstrate high centrality. Different categories are color-coded: blue for organic
products, pink for product direct-from-producer, orange for cooperative products, red for natural
products, and green for GAP products (good agricultural practices). Organic foods (blue) strongly link
with vegetables, fruits, dairy, and cereals, reflecting health and environmental awareness influences
mentioned in the literature. Direct-from-producer foods (pink) connect more with fermented products
like cheese, honey, and yoghurt, perceived by consumers as traditional and natural. Co-operative
branded foods (orange) associate with staples like legumes, tomatoes, and honey, showing a wide
network reach potentially linked to trust and positive health perceptions (Cakmakei, 2020; Yiizbasioglu,
2021). The large size and centrality of 'vegetable' and 'fruit' nodes highlight their frequent preference
and function as bridges connecting various labelling formats (organic, natural, direct) (Taysi et al., 2021;
Parashar et al., 2023; Acibuca and Kaya, 2024). These findings underscore the utility of network analysis
in understanding consumer trends and food category relationships, providing a basis for future research
into consumer segmentation and sustainable food systems.

Food Co-occurrence Network
Node size by Degree Centrality (layout = kk)
biscuits

pickle sugar

delicatessen

Assigned Category
GAP Products
cheese halva Cooperative Products
Natural Products
Organic Products
Products Directly from Producers

dried fruit Degree Centrality
@® 20
@ «
0«
0=

vinegar

iceberg

tatoes
potatoe fruits

Figure 4. Co-occurrence of purchased foods based on consumer responses Purchase Network Edge
Weights (layout=kk).
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4.2. Case 2: Evaluation of the sector by horse racing sector employees in Tiirkiye (In-depth
interview) results

The total number of sentences obtained from the interviews conducted in the horse racing
industry was found to be 255 with the help of TextBlob, a popular natural language processing (NLP)
library developed for the Python programming language. It was observed that 65 of these sentences were
positive, 40 were negative and 150 were neutral. The polarity of the most positive sentence was
calculated as (0.80) and the polarity of the most negative sentence as (-1.00) (table 4).

Table 4. Basic statistics and TextBlob-based polarity distribution of interview data

Sentiment Label Average polarity Minimum polarity Maximum polarity = Number of Sentences

Positive 0.26 0.05 0.80 65
Negative -0.26 -1.00 -0.06 40
Neutral 0.00 -0.03 0.05 150

Total 255

The word cloud presented in Figure 5 was created by analysing the textual data obtained from
the evaluations of horse racing sector employees in Tiirkiye by using text mining techniques. The word
cloud visualises the most frequent words in the text and their relative importance. Prominent terms
include ‘horse,” ‘groom,” Concepts related to the equine industry and employment, such as ‘work,” ‘job,’
‘jockey,’ ‘training,” and ‘care,’ are included. Thus, the word cloud is effective to reveal the main themes
of the textual data and to visualize the topic distribution.

Word Cloud (Lemmatized Words - TF-IDF We|ghted)

montht a keg”e Lrd lr(gt]""l ”

¢ Wil
£ ;F C @ :Fave become well
g hr BMhandsien second T
vyear . g’ 2l could mlghr!&;
] I £ § S
& 1 AED
Q) % e ! manager ¢
ay S llke +
C o mt %t Jocke vk @7
run stable a”
Want since - lra Wou
two s salary % E N e
back even~ hOU rWOman Sem

Figure 5. The most frequently used words throughout the study.

Figure 6 shows the results of the Elbow Method and Silhouette Score for determining the most
appropriate number of clusters according to the sentiment scores obtained from the evaluations of
employees in the horse racing sector in Tiirkiye. In both methods, a significant break and the highest
Silhouette Score (0.509) was observed in the k = 2 cluster, which reveals that grouping employee
evaluations in 2 main clusters is the most appropriate approach. Since the Elbow Method evaluates intra-
cluster variance, while the Silhouette Score measures cluster separation, their combined use provides a
more reliable determination of the number of clusters.
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Figure 6. Study ideal cluster number determination A: Elbow method; B: Silhouette method.

Figure 7 analyses the work experiences, perceptions, and emotional states of individuals
working in the racehorse breeding sector through text mining (Atan, 2020), which is frequently used to
extract in-depth meaning from qualitative data (Salloum et al., 2018; Schnieder et al., 2024), and
sentiment analysis (Liu, 2012; Hutto and Gilbert, 2014), which is a powerful method for measuring
individuals' attitudes. Sentiment analysis, especially on text data obtained through direct data collection
methods such as interviews (Nyariki, 2009; Issa, 2015), allows for a quantitative assessment of the
delicate balance between professional satisfaction and challenges faced by employees. When the figure
shows the sentiment scores of each sentence, the calculated mean polarity score (mean polarity score)
of 0.03 reveals that, in general, sector employees have a neutral or slightly positive tendency in all of
their speech. The statement with the highest positive sentiment score, “When you win, you don’t even
think about the money at that moment; you think about the excitement,” emphasises the importance of
intrinsic motivation and satisfaction provided by the job by showing that when a race is won, the focus
is on the excitement of the moment rather than the financial reward. On the other hand, the statement
with the most negative emotion score, “We wake up at 4:00, the worst time to be awake,” indicates that
waking up very early in the morning is one of the most challenging aspects of the job. This draws
attention to the physically taxing working conditions that are common in agriculture and livestock-
related sectors (Dinca et al., 2024). These fluctuations in the overall distribution of emotions indicate
that the sector employees expressed both the sources of occupational satisfaction and the physical and
mental difficulties they face together in their statements, that is, their experiences are multidimensional.
In conclusion, sentiment analysis reveals that it is a valuable method (Liu, 2012; Topagan, 2016) to
reveal the sectoral perspectives of the workforce in private sectors such as racehorse breeding through
their own expressions. Moreover, such detailed analyses can provide an important source of data to
develop evidence-based policies to improve employee well-being and organisational commitment
(Turgut et al., 2012), especially in issues such as regulating working hours and improving employees’
work-life balance, taking into account sectoral conditions in Tiirkiye (Helvaci, 2024). Such
improvements can play a critical role in increasing sustainability and employee satisfaction in the sector.
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Sentiment Analysis (Polarity Scores of Sentences-TextBlob)
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Figure 7. Sentiment analysis status of sentences (TextBlob polarity score).

Figure 8 reveals the trends regarding professional satisfaction, economic gain, and social life
balance among individuals working in the racehorse breeding sector using qualitative data mining (Atan,
2020) and sentiment analysis (Liu, 2012; Hutto and Gilbert, 2014) techniques, which are increasingly
used to understand stakeholder perspectives (Drury and Roche, 2019; Gutiérrez Dominguez et al., 2024).
Applied to identify latent themes in the text data (Vijayarani and Janani, 2016), the K-Means clustering
algorithm (Hartigan and Wong, 1979) yielded two main clusters: "Horse/Work/Groom" (Cluster 1) and
"Social/Life/Job" (Cluster 2). When examining the sentiment states of the clusters, it was observed that
in the first cluster, employees expressed positive (positive) views (polarity score=1) about the topics of
horses, work, and grooming; this indicates that employees have a positive attitude towards the
fundamental elements of their profession. On the other hand, it is understood that the second cluster
concentrates on topics such as social life, life in general, and leaving the job, and employees are
markedly dissatisfied (negative) with these issues (polarity score=-99). This points to serious problems
in work-life balance and social support, which are considered critical for employee well-being and
commitment in the literature (Al Khalifa et al., 2025). This cluster finding necessitates a deeper
discussion within the framework of the Effort-Reward Imbalance (ERI) Model. The ERI model posits
that chronic stress and dissatisfaction arise when the high effort expended by employees (e.g., long
working hours, continuous responsibility for live animals) is not adequately matched by rewards (e.g.,
fair compensation, appreciation, job security) (Siegrist, 2012). The frequent appearance of terms such
as 'hours,' 'load/burden,' and 'family' in our cluster analysis empirically validates that workers in this
sector experience a systematic ERI. Furthermore, these findings are complementarily illuminated by the
Job Demands-Resources (JD-R) Model. JD-R theory suggests that the combination of high job demands
(e.g., long hours, intense workload) and a lack of job resources (e.g., low autonomy, poor social support,
insufficient training) negatively impacts employee well-being (Bakker and Demerouti, 2017; Hsu et al.,
2025). This situation shows that sector employees have a satisfying experience regarding their
profession but are dissatisfied with work-life balance and social life. These findings revealed that
employees in the Turkish racehorse sector have a positive attitude towards their profession, while their
dissatisfaction with social life and work-life balance was demonstrated through sentiment analysis and
clustering techniques. It highlights the critical importance of developing improvement strategies focused
on social life and work-life balance, taking into account the specific conditions of the horse racing
industry in Tiirkiye (Helvaci, 2024), in order to increase employees' overall well-being and
organizational commitment (Turgut et al., 2012). The findings of the study reveal that NLP and text
mining methods have the potential to guide decision-making mechanisms on the mentioned issues.
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Figure 8. K-means clustering results (with Cluster sentiment scores).
Conclusion

This study demonstrated that the analysis of textual data obtained from consumer surveys
through text mining can provide valuable insights into food consumption habits. Using word clouds,
frequency distributions (bigrams), and network analyses, consumer purchasing behaviors and
preferences associated with demographic characteristics were revealed. Network analysis was found to
be particularly effective in identifying the co-purchase tendencies of food products. Although the size
of the survey sample and the focus on word-level analysis present limitations, the use of sentence-level
data and larger samples in future studies could enhance the generalizability of the findings. Text mining
has the potential to contribute to areas such as improving marketing strategies, product development,
and promoting healthy eating. Furthermore, it forms a basis for creating consumer segmentations and
developing sustainable food consumption strategies.

On the other hand, sentiment analysis, one of the Natural Language Processing (NLP) methods,
was used to analyze the perceptions of employees in the horse racing sector. This demonstrated the
potential of textual data collected in sectoral evaluations to extract valuable information with the help
of NLP. The findings revealed that while employees' professional satisfaction is high, there is a need for
improvements in work-life balance and social life. This indicates that sentiment analysis can be a
valuable tool in determining sector policies, enhancing employee well-being, and developing sustainable
business models. The study results show that NLP-based analyses can contribute to the evaluation of
sectoral structure and the development of policies. These results serve as an important tool to guide
sector evaluators and food policy makers. Furthermore, future studies could combine sentiment analysis
with more complex algorithms such as machine learning and deep learning to derive deeper insights into
the attitudes and behaviors of consumers and sector employees.

In this regard, the joint analysis of data from different sectors illustrates the potential of NLP
and text mining not only for addressing economic concerns such as consumer behavior and sustainable
food systems, but also for exploring critical social dimensions such as job satisfaction and professional
identity. These results underscore the value of a unified methodological approach and support the use
of text-based analytics in both agricultural economics and social science research for policy
development, sectoral evaluation, and strategic planning.
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